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Abstract 
 

The main intent of this paper is to introduce crucial components of a newly created 

methodology that contains practical and usable instructions how to perform tasks common to 

test-based assessment and evaluation (case studies). Theoretically, the methodology is based on 

two fundamental approaches to test-based assessment and evaluation: (a) classical test theory; 

and (b) item response theory, and these approaches were used (a) to identify eighteen case 

studies; and (b) to give step-by-step instructions how to perform them. In this regard, all case 

studies are specified against components of a general methodological framework, and such a 

specification is illustrated for a selected case study titled ‘Test taker’s proficiency level – test 

scale’. It is worth noting that a broader situational context is discussed in more detail. Finally, 

a link between the methodology and the Strategy for Education Policy of the Czech Republic 

2030+ through their common focus on the quality of test-based assessment and evaluation is 

explained and emphasized.  
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1. Introduction 
 

Human capital is at the core of several theories of socio-economic development (see, 

e.g., Lucas, 2015; Diebolt and Hippe, 2019; Faria et al., 2016). The essence of these theories is 

that human capital relates positively to the long-term benefits of both human capital holders in 

the form of higher earnings and society in the form of economic growth. Moreover, education 

is regarded as a mechanism for human capital formation, and all these ideas, despite much 

criticism, motivate the interest in investments in education as well as in education policy (see, 

e.g., Gillies, 2017; Becker, 1992; Holden and Biddle, 2017). 

Discussions regarding education policy cover a variety of different topics, including the 

development of the 21st century competencies (see, e.g., Erstad and Voogt, 2018). Voogt and 

Roblin (2012), Dede (2010), Binkley et al. (2013) point out in this regard that the competencies 

required for employment, active citizenship and self-realization in the 21st century differ from 

those of the 20th century. The main differences particularly reflect higher requirements for: 

(a) processing (understanding, evaluation and interpretation) of a wealth of easily accessible 

information; (b) a search for non-standardized solutions to non-recurrent problems; and 

(c) cooperation with complementary knowledge- and skill-holders. The importance of ICT, 

assessment and evaluation is also emphasised (see, e.g., Erstad and Voogt, 2018; Dede, 2010). 

The highest-level strategic document that outlines a vision for education in the Czech 

Republic acknowledges the importance of the profound changes of the 21st century. Hence, 

according to the Strategy for Education Policy of the Czech Republic 2030+, the major societal 

changes in shaping the 21st century education have included: (a) economic and other 

transformations, resulting in new knowledge and skills needed for job performance; 

(b) a widespread and expanding use of ICT for communication and socialization; and 

(c) practically unlimited access to information, which must be critically examined (Fryč et al., 

2020). Moreover, the strategy accentuates also the need for assessment and evaluation in 

education and gives an important role to large-scale testing. Regarding the last point, Voogt and 

Roblin (2012), Gillies (2017), Binkley et al. (2013) give the desirable qualities of assessment 

and evaluation in education as follows: 

 

• the establishment of a conceptual framework for assessment and evaluation; 

• the systematic identification of educational needs and feedback provision (formative 

assessment and evaluation); 

• ICT support to assessment and evaluation; 

• the fulfilment of quality criteria of assessment and evaluation. 

 

This paper deals with the last of these four items, focusing on test-based assessment and 

evaluation. In this context, Thompson (2016), Voogt and Roblin (2012), Gillies (2017) claim 

that tests belong to the most common assessment and evaluation tools; however, their quality 

often does not meet desirable standards. In fact, this is what motivated us to prepare, under a 

project supported by the Technological Agency of the Czech Republic (hereafter referred to as 

‘TACR’), a methodology that contains practical and usable instructions how to perform tasks 

common to test-based assessment and evaluation (case studies). The link to education policy is 

obvious. 

The goal of this paper is twofold: (a) to introduce crucial components of the 

methodology; and (b) to illustrate its application to a case study example. Concerning the latter 

goal, we specifically demonstrate different ways how to express the test takers’ proficiency, 
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using tests with dichotomous items. The paper is structured as follows. The second section 

provides theoretical foundations for the methodology and particularly for the selected case 

study. The third section introduces the essence of the methodology. The fourth section 

illustrates the application of the methodology in the selected case study, which is further 

discussed in the fifth section. The last section concludes. 

 

2. Literature review 
 

There are several theoretical frameworks applied in test-based assessment and 

evaluation (see, e.g., Ziegler and Hagemann, 2015). However, as Ryan and Brockmann (2009) 

note, two main theoretical approaches are classical test theory (hereafter referred to as ‘CTT’ 

only) and item response theory (hereafter referred to as ‘IRT’ only), and this is why our 

methodology emanates just from these two theoretical approaches. Reflecting this, we carried 

out an extensive literature review on CTT and IRT in order to: (a) identify the tasks common 

to test-based assessment and evaluation; and (b) give step-by-step instructions how to perform 

these tasks. The following text present the main results of this review regarding the selected 

case study. 

CTT is a traditional methodological approach to test-based assessment and evaluation 

(see, e.g., Traub, 1997; Raykov and Marcoulides, 2016). The main idea of this approach is that 

a latent (unobservable) variable (e.g., student competencies) is measured using appropriate tests 

(see, e.g., DeVellis, 2006; De Champlain, 2010). The fundamental equation of CTT is: 

 

𝑋 = 𝑇 + 𝐸, 

 

where X is an observed test score, T is a true (unobserved) test score, and E is an error score, 

i.e. the difference between the observed and true test scores (see, e.g., Hambleton a Jones, 1993; 

Revelle, 2012; Brennan, 2011; De Champlain, 2010; Graham, 2006). Hence, the observed test 

scores (X) express the test takers’ proficiency, and this theoretical background is, therefore, 

crucial for the selected case study. 

IRT is a modern methodological approach to test-based assessment and evaluation (see, 

e.g., Thorpe and Favia, 2012; Toland, 2014; van der Linden, 2010; Rusch et al., 2017). The 

essence of this approach is the modelling of the relationship between the test takers’ proficiency 

(traditionally labelled as ϴ) and their patterns of responses to test items (see, e.g., DeMars, 

2010; Hambleton and Jones, 1993; Toland, 2014; Orlando and Thissen, 2000; Van Zile-

Tamsen, 2017). Similarly, De Champlain (2010) claims that the IRT approach estimates the 

probability of a correct response to a particular item as a function of item parameters and the 

test takers’ proficiency (ϴ). Hence, two major differences between CTT and IRT are: 

(a) different procedures for dealing with items; and (b) different ways of measuring the test 

takers’ proficiency. 

It is obvious that the way of measuring the test takers’ proficiency (ϴ) is crucial for the 

selected case study. Several IRT-based approaches have been suggested in this regard; however, 

van der Linden (2010) indicates the three-parameter logistic (3PL) model to be a good first 

option (standard). The 3PL model is defined as follows (DeMars, 2010; van der Linden, 2010; 

Hambleton and Jones, 1993): 

 

𝑃(𝑥𝑖 = 1; 𝜃𝑗) = 𝑐𝑖 + (1 − 𝑐𝑖) ∗
𝑒1,7𝑎𝑖(𝜃𝑗−𝑏𝑖)

1 + 𝑒1,7𝑎𝑖(𝜃𝑗−𝑏𝑖)
, 
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where ai is the discrimination parameter for item i, bi denotes the difficulty parameter for item 

i, ci is the pseudo-guessing parameter for item i, and ϴj is the proficiency level of the test taker 

j. Additionally, the 3PL model may be simplified by assuming that the pseudo-guessing 

parameter is zero for all items. Then, the 3PL model is reduced to the two-parameter logistic 

(2PL) model, which excludes the pseudo-guessing parameter. Similarly, by assuming that the 

discrimination parameter is the same for all items, the 2PL model may be reduced to one-

parameter logistic (1PL) model, and this model estimates the difficulty parameter only. 

Besides the models, the way of measuring the test takers’ proficiency (ϴ) may also differ 

in estimation procedures. These may include the standard EM (expectation-maximization) 

algorithm but also other options such as Monte Carlo EM estimation or Monte Carlo with 

Markov chain simulations (see, e.g., Burgos, 2010). Several methods are also available to 

estimate the test takers’ proficiency (ϴ), particularly: (a) maximum likelihood; (b) expected a 

posteriori (EAP) estimation; and (c) maximum a-posteriori (MAP) estimation (Rupp, 2005). 

Livingston (2014) notes a common desire to avoid the reporting of test results as scores. 

For this reason, another scale (e.g., a point scale) may be constructed. If proceeding in this 

manner, decisions have to be especially made about: (a) the scale unit (e.g., one point, ten 

points); (b) the upper and lower scale limits; and (c) the relationship between test scores and 

the alternative scale. Finally test results may be reported on a percentile scale (see, e.g., 

Livingston, 2014; Dorans, Moses and Eignor, 2010). 

Overall, this theoretical background indicates a variety of ways how to express the test 

takers’ proficiency. The learned information is subsequently used to elaborate the specification 

of the selected case study in accordance with the methodology. It is worth noting that the same 

procedure was adopted for other case studies covered by the methodology. 

 

3. Methodology 
 

The methodology of this paper is primarily based on the methodology developed as part 

of the TACR funded research project, which has investigated solutions to common tasks related 

to test-based assessment and evaluation. Conceptually, the methodology follows a case-study 

approach consisted of two parts. Firstly, a general framework common to all case studies has 

been built. Under this framework, the following components of each case study are described: 

(a) title; (b) brief description; (c) step-by-step instructions how to perform the case study by 

applying either CTT or IRT approaches; (d) output presentation; (e) broader situational context; 

and (f) relevant software and its illustrative use. Secondly, these components have been 

specified separately for each case study (see figure 1 for schema of the methodology). In sum, 

eighteen case studies have been identified and described (see table 1) using the literature review 

on CTT and IRT. 

Two general principles of the methodology are noteworthy. Firstly, it is the user who 

decides how the methodology is used. In this regard, a brief description of each case study is 

provided to assist the users in their search for appropriate case studies. Secondly, the 

methodology is open to changes, including adaptation of the component items and addition of 

new components and case studies. Moreover, several R packages are used in the methodology 

to solve the case studies. The choice of the R environment has been motivated by its easy 

accessibility (General Public License) and its flexibility for advanced statistical analysis. 
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Figure 1: Methodology schema 

 
Source: authors. 

 

       

Table 1: Title 

ID Title 

1 Test (scale) reliability 

2 Test takers’ mastery of an item, i.e. item difficulty 

3 
Item’s proficiency to discriminate among test takers’ of different standing on the 

scale, confusing (correct) responses, (potentially) incorrect scoring key 

4 The quality of distractors in items 

5 Change in test (scale) reliability if particular item is deleted 

6 Item fairness (bias) with regard to test takers’ group membership 
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ID Title 

7 Item quality and detection of low-quality items 

8 Unusual test takers’ response patterns to items 

9 Test taker’s proficiency level – test scale 

10 Equating of test takers’ scores in two tests linked together with anchoring items 

11 Progress in education 

12 Test unidimensionality and the number of inherent dimensions (domains) 

13 Local independence of items 

14 Test domains 

15 The most appropriate IRT model for test assessment and evaluation 

16 Assessment, evaluation and reporting of test results 

17 Within and between school differences in test results 

18 Determinants of test results 

Source: authors. 

 

 
4. Results 
 

In this section, we illustrate the specification of the general methodological framework 

for the case study 9 titled ‘Test taker’s proficiency level – test scale’. 

 

4.1 Brief description 
 

The essence of this case study is to gain information on the test takers’ proficiency in 

the tested domains, and that is the main intent of test-based assessment and evaluation. In this 

case study, the methodology user’s task is: (a) to decide on the scale for measuring the test 

takers’ proficiency in the tested domains; and (b) to use the scale for measuring the test takers’ 

proficiency in the tested domains. In this regard, various methods can under certain assumptions 

be used. We remind that the methodology concerns the tests with dichotomous items. 

 

4.2 Step-by-step instructions 
 

The following procedure is used to achieve the intent of the case study, i.e. to measure 

the test takers’ proficiency in the tested domains: 
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• Step 1: The methodology user decides whether he/she uses IRT models in order to construct 

the scale for measuring the test takers’ proficiency in the tested domains. 

• (No) Step 2: The methodology user decides on the scale for measuring the test takers’ 

proficiency. 

- (No) Step 3a: The methodology user assigns a score to each test taker, i.e. the number 

of correctly answered items. 

- (No) Step 3b: The methodology user assigns the share of correctly answered items to 

each test taker. 

• (No) Step 4: The methodology user decides whether he/she uses an alternative test scale, 

particularly: (a) a point scale with a mean n and standard deviation m; and (b) a percentile 

scale. 

• (Yes) Step 2: The methodology user examines the assumptions of the traditional IRT 

models, particularly: (a) the required minimum sample size; (b) test unidimensionality 

(case study 12, see table 1); and (c) local independence of items (case study 12, see table 1). 

- (Yes) Step 3a: The methodology user decided that the assumptions given in the (Yes) 

Step 2 hold or he/she adopts measures in order to comply with the assumptions given 

in the (Yes) Step 2. 

o (Yes) Step 4a: The methodology user estimates the parameters of the: (a) 1PL 

model; (b) 2PL model; and (c) 3PL model. 

o (Yes) Step 5a: The methodology user decides on the most appropriate model (case 

study 15, see table 1). 

o (Yes) Step 6a: The methodology user extracts the test takers’ proficiency in the 

tested domain (ϴ). 

o (Yes) Step 7a: The methodology user decides whether he/she uses an alternative 

test scale, particularly: (a) a point scale with a mean n and standard deviation m; 

and (b) a percentile scale. 

- (Yes) Step 3b: The methodology user decided that the assumptions given in the (Yes) 

Step 2 do not hold and he/she estimates multidimensional IRT models. 

o (Yes) Step 4b: The methodology user estimates the parameters of a 

multidimensional logistic model. The number of dimensions (domains) is 

determined using the methodological approach given in the case study 12 (see 

table 1). 

o (Yes) Step 5b: The methodology user extracts the test takers’ proficiency in the 

tested domains (ϴi). 

o (Yes) Step 6b: The methodology user decides whether he/she uses an alternative 

test scale, particularly: (a) a point scale with a mean n and standard deviation m; 

and (b) a percentile scale. 

- (Yes) Step 3c: The methodology user decided that the assumptions given in the (Yes) 

Step 2 do not hold and he/she uses the CTT-based approach (see the (No) Step 2). 

Note that the methodology user may consider the violation of the unidimensionality assumption 

also in the (No) Step 2. 

 

4.3 Output presentation 
 

The output of the case study may be: (a) test takers’ scores – (No) Step 3a; (b) test takers’ 

shares of correctly answered items – (No) Step 3b; (c) test takers’ proficiency in tested domains 

– (Yes) Step 6a and (Yes) Step 5b; (d) test takers’ points on an alternative scale – (No) Step 4, 
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(Yes) Step 7a and (Yes) Step 6b; and (e) test takers’ percentiles – (No) Step 4, (Yes) Step 7a 

and (Yes) Step 6b. 

 

4.4 Broader situational context (shortened) 
 

The decision on the appropriate scale for measuring the test takers’ proficiency may lead 

to different results. This is particularly true when more complex models that consider the 

discrimination and pseudo-guessing parameters are estimated (i.e., 2PL and 3PL models). 

Hence, the test taker who achieves a higher score than other test takers may have a lower 

proficiency measured on the 2PL or 3PL scales because of different weights given to particular 

items. Consequently, the decision on the appropriate scale for measuring the test takers’ 

proficiency is also reflected in other case studies, including the case study 18 (see table 1) in 

which the scale is the dependent variable in estimated models. 

 

4.5 Relevant software and its illustrative use (shortened) 
 

Three R packages are recommended to solve the case study. These include the CTT 

package (see, e.g., Willse, 2018), ltm package (see, e.g., Rizopoulos, 2018) and mirt package 

(see, e.g., Chalmers, 2020). Moreover, the methodology specifies the commands needed to 

replicate the step-by-step instructions in the subsection 4.2. 

 

5. Discussion 
 

In this section, we present selected results of an application of the methodological 

framework for the case study 9 as given in section 4. These results are the output from a 

verification process of the methodology that has been carried out in cooperation with the Czech 

School Inspectorate. Particularly, we report the test takers’ proficiency using the following test 

scales: (a) test scores; (b) the 1PL scale; (c) the 2PL scale; and (d) an alternative point scale 

with the mean set at 500 points and standard deviation at 100 points. The IRT proficiency levels 

were derived from the 1PL and 2PL models using the expectation-maximization maximum-

likelihood (EM-ML) algorithm and expected a posteriori (EAP) estimation. Regarding the R 

packages, the functions rasch, ltm and factor.scores from the ltm package (see, e.g., Rizopoulos, 

2018) and the function score.transform from the CTT package (see, e.g., Willse, 2018) were 

applied. Table 2 shows the results for several test takers. 

The results presented in table 2 clearly illustrates the broader situational context of the 

case study 9 (see subsection 4.4). Hence, there is a direct and unambiguous relationship between 

the test taker’s score and his/her proficiency on the 1PL scale but the same relationship does 

not hold true for the 2PL scale (see, e.g., ID2 and ID3; and ID4 and ID10). Moreover, the test 

taker ID1 answered more items correctly than the test taker ID3; however, his/her proficiency 

level on the 2PL scale is even lower, and this is because of different weights given to particular 

items when estimating the 2PL model parameters. Then, it is not surprising that these findings 

may be less understandable to users. On the other hand, the 2PL scale allows users to better 

differentiate between test takers due to its more continuous nature (see figure 2 for differences 

in frequency distribution of proficiency levels measured on the 1PL and 2PL scales). The 

decision on the appropriate scale for measuring the test takers’ proficiency ought to consider 

all these aspects. 
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Table 2: Test takers’ proficiency – various test scales 

Test taker’s ID Score 

1PL model 2PL model 

ϴ point scale ϴ point scale 

1 25 0.9304 605 0.8051 589 

2 23 0.5680 564 0.7790 586 

3 23 0.5680 564 0.9503 605 

4 26 1.1224 626 0.7777 586 

5 16 -0.5909 434 -0.6761 426 

6 18 -0.2689 470 0.0369 504 

7 22 0.3935 544 0.1992 522 

8 18 -0.2689 470 0.0848 509 

9 17 -0.4310 452 -0.4431 451 

10 26 1.1224 626 0.8309 592 

Source: own elaboration in cooperation with the Czech School Inspectorate 

 

 

Figure 2: Frequency distribution of proficiency levels measured on the 1PL (above) and 

2PL (below) scales 

    

 

 
Source: authors.  
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Source: own elaboration in cooperation with the Czech School Inspectorate 

 

It is worth noting that the case study 9 is closely related to other case studies. Three of 

them are worth mentioning here. Firstly, it is desirable to examine whether the assumptions of 

particular models and techniques hold (e.g., case studies 1, 11 and 12). If not, the test takers’ 

proficiency estimates may be biased or unreliable. Secondly, goodness of fit measures between 

observed and model simulated values can be used to decide on the appropriate IRT-based scale 

(case study 15). Thirdly, the number of test-inherent factors (domains, dimensions) may be 

determined by the step-by-step instructions given in the case study 12. It is crucial for the 

estimation of multidimensional models. 

 

6. Conclusion 
 

The Strategy for Education Policy of the Czech Republic 2030+ acknowledging the 

importance of the profound changes of the 21st century outlines a vision and objectives of Czech 

education for the time period until the year 2030+. To examine whether the vision and 

objectives are being achieved or political interventions are desirable and effective, the strategy 

emphasizes the role of assessment and evaluation in education, including large-scale testing. 

Consequently, the question on the quality of test-based assessment and evaluation is crucial. 

This paper reflects the essential role that test-based assessment and evaluation has in 

achieving the vision and objectives of the Strategy for Education Policy of the Czech Republic 

2030+ and introduces a methodology how to perform tasks common to test-based assessment 

and evaluation, i.e. case studies. In this regard, the essence of the methodology is presented 

using the case study of measuring test takers’ proficiency on different scales for illustration. 

The other case studies of the methodology are specified analogous. In this way, a link between 

the methodology and the Strategy for Education Policy of the Czech Republic 2030+ is created 

through their common focus on the quality of test-based assessment and evaluation. 
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